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Discriminative Layer Pruning for
Convolutional Neural Networks

Artur Jordao, Maiko Lie, William Robson Schwartz

Abstract—The predictive ability of convolutional neural net-
works (CNNs) can be improved by increasing their depth.
However, increasing depth also increases computational cost
significantly, in terms of both floating point operations and mem-
ory consumption, hindering applicability on resource-constrained
systems such as mobile and internet of things (IoT) devices.
Fortunately, most networks have spare capacity, that is, they
require fewer parameters than they actually have to perform
accurately. This motivates network compression methods, which
remove or quantize parameters to improve resource-efficiency. In
this work, we consider a straightforward strategy for removing
entire convolutional layers to reduce network depth. Since it
focuses on depth, this approach not only reduces memory usage,
but also reduces prediction time significantly by mitigating the
serialization overhead incurred by forwarding through consecu-
tive layers. We show that a simple subspace projection approach
can be employed to estimate the importance of network layers,
enabling the pruning of CNNs to a resource-efficient depth
within a given network size constraint. We estimate importance
on a subspace computed using Partial Least Squares, a feature
projection approach that preserves discriminative information.
Consequently, this importance estimation is correlated to the
contribution of the layer to the classification ability of the model.
We show that cascading discriminative layer pruning with filter-
oriented pruning improves the resource-efficiency of the resulting
network compared to using any of them alone, and that it
outperforms state-of-the-art methods. Moreover, we show that
discriminative layer pruning alone, without cascading, achieves
competitive resource-efficiency compared to methods that prune
filters from all layers.

Index Terms—Network compression, network pruning, convo-
lutional neural networks.

I. INTRODUCTION

CURRENT visual pattern recognition models are pre-
dominantly based on convolutional neural networks.

This approach was proposed in the nineties by LeCun et
al. [1], and entered the computer vision mainstream with
the work by Krizhevsky et al. [2], which surpassed the
accuracy of previous approaches by a large margin on the
ILSVRC 2012 challenge [3] using a deep convolutional neural
network (CNN). The typical structure of early CNNs was
straightforward — stacks of convolutional layers (some of
them normalized and spatially pooled), followed by fully-
connected layers. Since then, many works have suggested
improvements such as normalization approaches [4] and more
sophisticated convolutional blocks [5]. However, the most
influential principle resulting from such improvements might
be that increasing network depth is an effective approach to
improve prediction ability [6][7][5], a strategy that is adopted
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Fig. 1. Resource-efficiency of a ResNet110 model compressed by different
pruning methods – the closer to the bottom left, the better. The accuracy of
all models shown are within one percent of the original, unpruned, network.
Discriminative layer pruning (labeled as “Ours”), can be cascaded with filter-
oriented pruning methods to substantially improve their resource-efficiency.
In fact, it is capable of achieving competitive performance even by itself,
without cascading. The original network was pre-trained on the CIFAR-10
dataset. The axes indicate the memory and floating point operations (FLOPs)
used during inference as fractions of the usage by the original network.

by most modern CNN architectures. In fact, several of the
most notable contributions in deep learning for visual tasks
in recent years have involved strategies for training deeper
convolutional neural networks [8][9][10].

While deeper networks are capable of learning to recognize
more complex patterns, the resulting number of parameters
incurs large computational cost in terms of both floating
point operations (FLOPs) and memory consumption. The
latter is a problem not only due to static storage size but,
more importantly, due to run-time memory access, which can
be a bottleneck due to the large number of feature maps
computed during inference and accounts for most of the energy
consumption by the network [11]. These issues lead to slow
inference and can hinder, or even prevent, its deployment on
resource-constrained systems such as mobile and internet of
things (IoT) devices. This work addresses these issues by
exploring network redundancy in depth (i.e., layer removal),
which can improve memory usage by reducing the amount of
feature maps computed (Fig. 1), as well as prediction time
by reducing the amount of serialization overhead incurred by
forwarding through consecutive layers.

There are two main strategies to leverage the large gen-
eralization ability of deep neural networks while mitigating
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their high computational cost — neural architecture search
and network compression. The former is a synthesis approach
and can be seen as a search for high-performance sub-graphs in
a larger graph [12], typically with genetic algorithms [13][14]
or more sophisticated controller mechanisms [15]. Since each
candidate architecture in this search incurs an additional train-
ing cycle, this process is computationally intensive — some
of them take several days to process even with hundreds of
GPUs [12]. The latter, on the other hand, is a transformation
approach, which starts from an existing network and leverages
the redundancy in its parameters to achieve better resource-
efficiency. The most popular approaches for compressing
neural networks are parameter quantization [11][16], encoding
[11][17] and pruning [18][19].

In this work, we focus on network compression by pruning,
which consists in removing unimportant parameters from the
network to reduce resource usage while preserving as much
accuracy as possible. Pruning is an attractive approach because
it can be applied to off-the-shelf networks to fit a given
set of resource constraints and it has achieved impressive
trade-offs between resource usage and accuracy. In some
cases, pruning is capable of compressing network size while
also improving accuracy, demonstrating its ability to reduce
overfitting [20][21].

We introduce layer pruning using a discriminative impor-
tance estimation criterion based on Partial Least Squares
(PLS) projection [22]. Since PLS projection preserves discrim-
inative information, this criterion is correlated to the contri-
bution of the parameters to the classification ability of the
network. Differently from most previous approaches, instead
of removing parameters from all layers, or even on a layer-
by-layer basis, we remove entire layers (or blocks, depending
on the architecture), starting from the end of the network
and stopping according to an importance criterion, therefore
decreasing depth. The remaining layers can then be pruned
using other approaches, such as filter-oriented methods [18].

The main contributions of this work are: (i) the introduction
of a discriminative layer ranking criterion and experiments
showing its efficacy for layer pruning in CNNs, (ii) the
demonstration that cascading layer pruning with filter pruning
not only improves memory usage and FLOP count compared
to using any of them alone, but also improves prediction
time even at similar FLOP count due to the reduction of
serialization in the network, which is proportional to depth.

We show that cascading layer pruning with other pruning
methods improves the resource-efficiency of the resulting
network compared to using any of them alone (Fig. 1). Since
the computational cost of several pruning methods is domi-
nated by fine-tuning cycles for each layer [19][23][24][25],
pruning efficiency can also be improved by this cascaded
approach. Another interesting result is that layer pruning
alone, without cascading, while seemingly simplistic, still
achieves competitive resource-efficiency compared to filter-
oriented methods. To demonstrate the effectiveness of discrim-
inative layer pruning, we conduct experiments with residual
networks [9] on the CIFAR-10 and ImageNet datasets. We
focus on residual networks since they are not only the state-
of-the-art in computer vision, but are also deeper than other

models often used in pruning experiments (e.g., AlexNet and
VGG) and have fewer parameters in their fully-connected
layers, thus allowing a more challenging assessment [18].

II. RELATED WORK

Since deep neural networks are typically over-paramete-
rized, removing unimportant parameters — pruning, is a
reasonable strategy to improve their resource-efficiency and
is often the first choice for network compression. There
are technical and theoretical motivations for compression by
pruning. Technically, pruning is attractive because it can be
applied to off-the-shelf networks and often leads to higher
compression rates than quantization [11]. Moreover, it is
more efficient than neural architecture search, since starting
from a pre-trained network entails search on a much smaller
parameter space. Theoretically, it has been argued that pruning
over-parameterized networks leads to higher accuracy than
training small networks from scratch because the combination
of weights and connections from a pre-trained network leads to
a more effective region of the parameter space, which would
be harder to reach otherwise [26]. This fact has also been
suggested by several experimental works [18][23].

Pruning consists in parameter removal and re-training (i.e.,
fine-tuning), possibly over several iterations, to readjust the
network to the architecture change. Thus, the central problem
in pruning is to choose which parameters should be removed
from the network. Since re-training the network to evaluate
all possible cases is intractable, efforts have been devoted in
the design of importance estimation functions that perform
parameter ranking, that is, assignment of scores used to
estimate the relative importance of different sets of parameters.
While these sets can be selected from arbitrary locations in
the network, a structured approach is often preferred. In other
words, instead of individual parameters, coarser elements of
the network (e.g., filters, layers) are removed. This is motivated
mainly by computational efficiency since removing individual
parameters leads to fine-grained sparsity, which can result
in poor locality of reference and is detrimental to hardware
optimization [27]. It can also be argued that coarser elements
are more interpretable than individual parameters since, for
instance, filters often describe meaningful visual patterns and
the position of layers suggest their relative abstraction level.
Moreover, there is evidence suggesting that coarse-grained
(i.e., structured) sparsity acts as regularization once it con-
strains the position of the parameters [28].

A reasonable heuristic to follow when designing pruning
criteria is evaluating the effect of parameters on activations.
For instance, among the simplest criteria, the `1-norm is
arguably the most popular. Pruning based on this criterion
consists basically in removing filters that have small `1-norm
(i.e., average magnitude) and it is motivated by the fact that
filters with small weights tend to output weak activations [18].
A more data-driven strategy is to apply the network to a
dataset and measure the average number of zero activations
associated with each parameter during prediction [23] — since
zero activations are assumed to have little, if any, impact on the
output of subsequent layers, the parameters that originate them
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can be good candidates for pruning. An alternative is to avoid
assuming the impact of parameters on activations altogether
and simply minimize the reconstruction error associated with
them [19][24], possibly considering consecutive layers [29].

The aforementioned approaches operate locally, that is,
the information they consider for importance estimation is
constrained to the neighborhood of the parameter (e.g. its
surrounding filter or layer). A recent work [30] has argued
that parameters assumed to be unimportant in an early layer
can actually contribute significantly to the response of impor-
tant parameters in later layers and that, consequently, global
importance estimation might be more adequate. To address
this, Yu et al. [30] proposed a strategy that performs feature
ranking on the final response layer of the network (i.e.,
the one immediately before the classifier) and propagates
it backwards through the network as a neuron importance
measure. Considering that the response of that layer is what
is effectively input to the classifier, they argue that minimiz-
ing its reconstruction error is an effective goal for pruning.
While feature ranking on the final response layer can provide
useful information regarding the effect of parameters on the
classification ability, it is still restricted to what is input to
the classifier. Zhuang et al. [31] argued that a more direct
approach is to simply assess the output of the classifier, for
instance, by optimizing a discrimination-aware loss during
fine-tuning. They proposed and demonstrated the effectiveness
of computing several discrimination-aware losses distributed
across the network. In our experiments, we assess discrim-
ination using a different strategy — we project the output
of different layers of the network on subspaces using Partial
Least Squares (PLS) [22], a feature projection approach that
maximizes the covariance between the transformed features
and the class labels. PLS has shown remarkable effectiveness
for dimensionality reduction of visual features [32] and has
recently been employed for filter-oriented pruning by Jordao
et al. [33]. In contrast to the latter, instead of projecting a single
subspace for all filters, we project one subspace for each layer,
therefore significantly reducing memory requirements during
pruning. Moreover, we focus on reducing depth instead of
removing filters across the entire network.

Depth reduction has been mostly neglected in network
compression, which is reasonable since the trend in neural
network architecture design has been the exact opposite —
increasing depth to improve prediction ability [7][8][9][10].
However, in resource-constrained systems, it is disadvanta-
geous to employ very deep networks in a one-size-fits-all
manner. While, to our knowledge, this has not been explored
in pruning, recent work on adaptive neural networks [34][35]
have emphasized the possibility of truncating prediction when
early layers are sufficient to classify with high confidence
[36][37][38]. The motivation is that only hard samples need
to reach very deep layers for accurate prediction, while the
majority of samples are actually easy to predict and can stop
early [39]. This suggests a trade-off that can be leveraged to
increase efficiency while preserving accuracy. Depth reduction
by pruning relies on similar assumptions, but it does not
insert additional parameters or decision logic to the network.
A significant advantage is that, by not making any drastic

modification to the architecture, other pruning methods can be
cascaded to increase resource-efficiency without any additional
implementation effort.

III. DISCRIMINATIVE LAYER PRUNING

A. Problem Definition

Let the input model M be a residual network composed by
a set of residual blocks Bi. The pruning method must assign
an importance score Si to each block and employ a policy to
remove those with low scores. After fine-tuning, the pruned
model Mp can then be employed for prediction as-is or pruned
further using, for instance, filter-oriented methods.

Note that we adopt notation and definitions in terms of
residual blocks only for convenience, since our experiments
are based on residual networks. The approach is identically
applicable to the output of ordinary convolutional layers or
more elaborate blocks (e.g., inception blocks [7]).

B. Importance Estimation

The criterion we use for importance estimation is based on
Partial Least Squares (PLS), which is a discriminative feature
projection method that maximizes the covariance between
the transformed features and the class labels [22]. PLS is
often used for dimensionality reduction and can be employed
as an alternative to Linear Discriminant Analysis (LDA),
since it does not have some limitations of the latter, namely
having issues when the number of features is larger than
the number of samples and being capable of providing only
as many meaningful features as there are classes. PLS can
be computed using nonlinear iterative partial least squares
(NIPALS), described in Alg. 1, where c is the dimensionality
of the output features.

There are several approaches to perform feature selection
based on a subspace projected via PLS. We employ the
Variable Importance in Projection (VIP) score [40], which is

Algorithm 1: NIPALS
Input : Data matrix X ∈ Rm×n

Label vector y ∈ Rn

Number of components c

Output: Weight matrix W

for i← 1 to c do
Repeat until wi converges:

Let u ∈ Rm×1 be a randomly initialized vector
wi ← X>u/||X>u||
ti ← Xwi

qi ← y>ti/||y>ti||
u ← yqi

pi ← X>ti

X ← X − tip
>
i

y ← y − tiq
>
i

end
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Fig. 2. Overview of discriminative layer pruning. Left. Convolutional layers of a residual network (ResNet20). The PLS projection is computed from the
output of residual blocks (dashed lines). Rectangles in solid gray lines indicate where feature map dimensions are the same. Right. A PLS subspace is
computed from the output of each residual block. The subspaces are represented by the colored plots, where each color is a different class, indicating that the
projection is discriminative. The normalized VIP scores of each subspace are employed for importance estimation and ranking. Pruning is performed from
the end towards the beginning of the network.

perhaps the most popular approach employed with PLS. VIP
measures how much a feature contributes to the projection
and, for each jth feature, is calculated as

V IPj =

√√√√m

c∑
k=1

SSk(wkj/‖wk‖2)/
c∑

k=1

SSk, (1)

where m is the number of features, SSk is the sum of squares
explained by the kth feature, and wjk is the jth element of
the weight vector wk ∈W .

We could estimate the score of the feature output by each
residual block as the average VIP score of its subspace.
However, since the scores of different blocks are computed
from different subspaces, comparing their average values di-
rectly is not particularly meaningful. Instead, to extract more
meaningful values to ranking, we compute the reciprocal of
their coefficient of variation (CV), i.e., ratio of the mean to
the standard deviation, as importance score.

C. Layer Pruning

The policy adopted in this work is to (i) prune from the
end towards the beginning of the network and (ii) stop pruning
before the feature map dimension changes in the network (i.e.,
Fig. 2, left — connections between rectangles in gray solid
lines). The former is motivated by the fact that abstraction
level increases towards the end of the network, with its be-
ginning containing fundamental visual features (e.g., oriented
edges, corners) that are more likely to compromise prediction
ability if removed. The latter is because accuracy degrades
significantly from that point on, so it is not computationally
advantageous to further reduce depth. This is particular to
ResNets and might be dispensable with other architectures.
In fact, such degradation is consistent with the observation
made by some authors that there are several layers in ResNets
that are best left as-is since they are more sensitive to pruning
and that some of these layers take place close to where the
dimensions of the feature map changes [18].

With our policy in place, the procedure for discriminative
layer pruning, illustrated in Fig. 2 (right) and detailed in
Alg. 2, is straightforward and proceeds as follows. Given a

Algorithm 2: Discriminative layer pruning
Input : Pre-trained model M

Training samples X

Training labels y

Output: Pruned model Mp

foreach Bi ∈M do
Li ← NIPALS(Bi, y, c)

Ii ← VIP(Bi)

Si ← 1/CV(Ii)
end
Mp ←M

for i← |M | downto 1 do
if Si < Si−1 then

Mp ←Mp \Bi

end
end
Fine-tune Mp

pre-trained model M , for the output of each residual block Bi

in this model, we compute a PLS projection and its respective
importance scores, where the X and y input to NIPALS
are the vectorized feature maps from this block and their
labels, respectively. Starting from the end of the network (i.e.,
last residual block), we follow a greedy approach and keep
removing blocks if the importance score of the next block
Bi−1 is larger than that of the current block Bi (remember
that we are going backwards through the network). After these
removals, the model is fine-tuned, resulting in the pruned
model Mp.

IV. EXPERIMENTS

A. Experimental Setup

Datasets. We evaluate the discriminative layer pruning on the
CIFAR-10 dataset [41], which is composed of 32×32 RGB
images (50K for training and 10K for testing), describing
10 classes of objects. Additionally, we perform comparative
assessment on the ImageNet large-scale image classification
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dataset [3], which is composed of 224×224 RGB images
(1.2M for training and 50K for testing), describing 1,000
object classes. In the cascading experiments, we employ the
32×32 variant of ImageNet instead, to enable training several
network combinations since this would be unfeasible on the
original ImageNet due to the large computational cost.

Metrics. We assess resource-efficiency in terms of classifica-
tion accuracy, FLOPs and memory consumption. Additionally,
we assess the ability of different importance functions to
correctly assign relative importance to different layers (i.e.,
rank). We assume that a layer is important if the removal of
all layers after it, followed by fine-tuning, results in a network
with high accuracy (i.e., pruning stops at this layer). Thus,
we compute these classification accuracies and use them as
ground-truth for measuring the importance ranking ability of
a given importance function. This is done by computing the
pairwise ranking accuracy

R =
|P| −

∑
(p,q)∈P f(S,A, p, q)

|P|
, (2)

where S contains the scores assigned to each layer by the im-
portance function being assessed, A contains the classification
accuracies of the network when pruning stops at each layer,
P is the set of all ordered pairs of layers, and f is a binary
function describing whether the importance scores of a pair of
layers preserve the same rank as their classification accuracy

f(S,A, p, q) =


1, if Sp ≥ Sq and Ap < Aq,

1, if Sp ≤ Sq and Ap > Aq,

0, otherwise.
(3)

Implementation details. In our experiments, the training is
performed using SGD for 200 epochs, with a batch size of
128. We follow a learning rate schedule similar to He et
al. [9], starting with a learning rate of 0.01 and dividing it
by 10 once training reaches 100 epochs and again when it
reaches 150 epochs. The data augmentation procedure consists
in padding the image with four pixels in each direction and
sampling a random 32×32 crop from this padded image, or
its horizontal flip with a 50% chance. All PLS projections
are computed for two components (i.e., c = 2 in Alg. 1, see
next section). The experiments were conducted on a computer
system with an Intel Xeon Silver 4116 CPU, with an NVIDIA
GTX 1080 GPU.

B. Number of Components

The dimensionality of the PLS model is defined by the num-
ber of components onto which it projects the input features.
We assessed the ranking accuracy of the PLS/VIP criterion for
different number of components the CIFAR-10 and ImageNet
datasets. The results are presented in Figure 3.

The number of components considered in our assessment
is rather small (i.e., ≤10). This is usual for PLS models
since they often require few latent variables [42][43][44]
— for instance, features with dimensions as high as 170K
have been shown to require only 20 components for optimal
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Fig. 3. Ranking accuracy according to number of PLS components. Left:
ResNet20 on CIFAR-10. Right: ResNet50 on ImageNet.

TABLE I
PAIRWISE RANKING ACCURACY. RANKING WAS COMPUTED FOR

RESIDUAL BLOCKS OF A RESNET20 NETWORK ON THE CIFAR-10
DATASET. PLS WAS COMPUTED WITH c = 2 COMPONENTS.

Method Pairwise ranking accuracy
IFS [45] 0.64

ILFS [46] 0.50
PLS/VIP 0.72

representation in terms of discriminability [32]. We employed
c = 2 in our experiments considering computational efficiency,
model size, and its adequate ranking accuracy on ImageNet
and CIFAR-10.

C. Ranking Layer Importance

Since importance estimation functions that operate on filters
and channels do not translate directly to layers, we com-
pare the layer ranking ability of the PLS/VIP criterion with
other two state-of-the-art feature ranking methods employed
in vision tasks, namely infinite feature selection (IFS) [45]
and infinite latent feature selection (ILFS) [46] — both are
based on the representation of feature subsets as paths on an
affinity graph. The former was employed in the importance
propagation pruning approach by Yu et al. [30] as alternative
to a magnitude-based criterion.

The pairwise ranking accuracy of the compared methods
is presented in Table I, considering the residual blocks of a
ResNet20 model on the CIFAR-10 dataset. We limited this
assessment to this setting because of the high computational
cost required to compute the ground-truth accuracies A in
Eq. 2 (i.e., one accuracy per residual block) and because it
is unfeasible to compute IFS and ILFS on ImageNet. The
PLS/VIP criterion presented the highest ranking accuracy,
demonstrating its effectiveness for ranking layer importance
and supporting its use for discriminative layer pruning. Note
that we compute the PLS model using the entire training set,
but this does not need to be the case since NIPALS is resilient
to missing data [47]. For instance, Jordao et al. [33] have
shown that, when computing PLS for CNN filter pruning, the
difference between employing the full training set and 10% of
it was smaller than one percentage point in validation accuracy
on the CIFAR-10 dataset.

The resource-efficiency of the compared methods is pre-
sented in Table II for the CIFAR-10 dataset — since all pruned
models have accuracy within one percent of the original
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TABLE II
RESOURCE-EFFICIENCY OF DISCRIMINATIVE LAYER PRUNING ON THE CIFAR-10 DATASET. FLOP REDUCTION AND MEMORY USAGE ARE INDICATED AS

PERCENTAGE OF THE VALUES COMPARED TO THE ORIGINAL NETWORK. ACCURACY REDUCTION IS INDICATED IN PERCENTAGE POINTS, IN WHICH
NEGATIVE VALUES DENOTE IMPROVEMENT WITH RESPECT TO THE ORIGINAL NETWORK. CASCADING DISCRIMINATIVE LAYER PRUNING IMPROVES

RESOURCE-EFFICIENCY IN ALL CASES COMPARED TO USING ANY SINGLE METHOD ALONE, WITH ACCURACY DROP WITHIN ONE PERCENT.

Method FLOPs↓ (%) Memory usage↓ (%) Accuracy↓ (top-1, p.p.)
Ours 11.56 10.95 −0.03

ResNet20

`1-norm (15%) 14.27 8.57 −0.15
Ours + `1-norm (15%) 24.02 17.58 0.00
`1-norm (25%) 24.56 14.29 0.20
Ours + `1-norm (25%) 33.23 22.51 −0.35
PLS/VIP 8.00 5.71 −0.07
Ours + PLS/VIP 16.75 14.40 0.13
Ours 30.01 30.16 0.98

ResNet56

`1-norm (15%) 14.48 8.91 −0.18
Ours + `1-norm (15%) 39.81 34.45 0.95
`1-norm (25%) 24.86 14.85 −0.31
Ours + `1-norm (25%) 47.37 38.24 0.82
PLS/VIP 7.09 4.95 −0.60
Ours + PLS/VIP 36.70 32.76 0.45
Ours 31.68 32.32 0.18

ResNet110

`1-norm (15%) 14.53 8.96 −0.39
Ours + `1-norm (15%) 41.26 36.69 0.27
`1-norm (25%) 24.93 14.93 −0.35
Ours + `1-norm (25%) 48.69 40.39 0.25
PLS/VIP 6.85 4.98 −0.59
Ours + PLS/VIP 37.73 34.77 0.06

network, we can assume that the decrease in computational
cost in this dataset comes at practically no cost in prediction
ability. The percentage accompanying the `1-norm indicates
the pruning rate employed. Results show that, when cascaded,
discriminative layer pruning improves over the result of any
filter pruning method used individually. As the network gets
deeper, cascaded layer pruning tends to account for more re-
duction in resource usage. Surprisingly, it is often competitive
even without cascading, for instance, its resource-efficiency is
superior to all individual pruning methods on ResNet56.

Considering the simplicity of the method, which simply dis-
cards entire residual blocks sequentially, the results in Table II
are interesting For instance, while He et al. [19] suggested
more aggressive pruning on early layers since deeper layers are
more challenging, we find that, not just pruning, but removing
precisely the deeper layers is surprisingly effective in terms
of resource-efficiency of the resulting network. This might be
explained by the recent hypothesis that the effectiveness of
pruning is not so much a result of the importance criteria
used for parameter selection as it is of the plasticity of neural
networks [48]. In other words, while it is known that fine-
tuning is essential to pruning [49], it has a greater importance
in its effectiveness than is often assumed.

D. Cascading Discriminative Layer Pruning

We assess the resource-efficiency of our approach both indi-
vidually and cascaded with filter pruning methods. Two filter
pruning criteria were considered, one magnitude-based and
one discriminative — the `1-norm approach by Li et al. [18]
and the PLS/VIP approach by Jordao et al. [33], respectively.

We use our own implementation of both. Note that, in their
experiments, Li et al. [18] adopt several empirically defined
pruning ratios for different parts of the network, which vary for
different ResNet sizes. Since we are only interested in the filter
importance criterion and not in optimizing results, we assess
this criterion for two pruning ratios that we assume reasonable
(15% and 25%), and adopt a single pruning ratio for the entire
pruning in each case. However, exclusively when using the
criterion by Li et al. [18], we follow their approach and prune
only the first layer of residual blocks. As for the approach by
Jordao et al. [33], we employ the settings indicated in their
paper for one-shot pruning.

We also assess our approach for large-scale image classifi-
cation. The results on the ImageNet dataset are presented in
Table III. This dataset is noticeably more challenging — in
general, the decrease in accuracy is not negligible. In terms
of reducing resource usage, the cascaded approach remains
advantageous with respect to filter pruning methods, except
when pruning ResNet56 using the `1-norm (25%). In this case,
the latter achieves an additional 4.69 p.p. FLOP reduction,
however, its memory usage reduction is 1.55% inferior, while
its accuracy decreases an additional 1.59 p.p. (percentage
points) with respect to the cascaded approach. The only case
where cascading leads to as decrease in accuracy compared
to employing only filter pruning is for the `1-norm (25%) on
ResNet20, where cascading leads to an additional 2.16 p.p.
drop in accuracy. This seems to be a reflection of the high
variance in accuracy when pruning ResNet20 on this dataset
since using the `1-norm (15%) actually leads to an increase
of 3.55 p.p., the largest accuracy improvement on this dataset.
A possible cause for this high variance is that ResNet20 has



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2019 7

TABLE III
RESOURCE-EFFICIENCY OF DISCRIMINATIVE LAYER PRUNING ON THE IMAGENET-32 DATASET. FLOP REDUCTION AND MEMORY USAGE ARE

INDICATED AS PERCENTAGE OF THE VALUES FOR THE ORIGINAL NETWORK. ACCURACY REDUCTION IS INDICATED IN PERCENTAGE POINTS, IN WHICH
NEGATIVE VALUES DENOTE IMPROVEMENT WITH RESPECT TO THE ORIGINAL NETWORK.

Method FLOPs↓ (%) Memory usage↓ (%) Accuracy↓ (top-5, p.p.)
Ours 23.08 20.48 2.09

ResNet20

`1-norm (15%) 14.24 7.68 0.35
Ours + `1-norm (15%) 33.72 25.47 −3.55
`1-norm (25%) 24.52 13.09 2.44
Ours + `1-norm (25%) 41.84 29.28 4.60
PLS/VIP 6.40 4.33 3.20
Ours + PLS/VIP 28.18 23.12 2.92
Ours 11.25 11.05 −2.10

ResNet56

`1-norm (15%) 14.47 8.54 3.80
Ours + `1-norm (15%) 20.15 16.09 3.39
`1-norm (25%) 24.84 14.54 4.48
Ours + `1-norm (25%) 20.15 16.09 2.89
PLS/VIP 9.27 5.73 3.82
Ours + PLS/VIP 20.15 16.09 2.78
Ours 31.67 31.93 1.60

ResNet110

`1-norm (15%) 14.52 8.78 5.29
Ours + `1-norm (15%) 41.25 36.54 6.28
`1-norm (25%) 24.92 14.94 5.88
Ours + `1-norm (25%) 48.68 40.18 6.66
PLS/VIP 11.77 6.85 5.43
Ours + PLS/VIP 38.62 35.26 6.27

the smallest capacity among the compared networks, leading
to a higher sensitivity to pruning.

Aside from the aforementioned cases, cascading is always
advantageous. When the cascaded approach presents larger
decrease in accuracy, it is within one percent of the de-
crease when using only filter pruning, while still providing
substantially larger reductions in computational cost. More
specifically, the relative increase in resource-efficiency of
cascading ranges from 8.67% to 30.88% for FLOP reduction
and from 8.22% to 29.79% for memory usage reduction.

While FLOP count is a useful estimate of computational
cost, it does not necessarily translate into prediction time due
to factors such as locality of reference (i.e., fetching from
memory) and compiler optimizations [50]. For this reason,
we compare the prediction time of a model compressed using
discriminative layer pruning and the previously considered
filter pruning approaches. The average prediction time for
each of the resulting models are presented in Fig. 4 for
ResNet110 on ImageNet-32 (the same models reported in
Table III). Despite achieving different and substantial FLOP
reduction, the filter pruning methods lead to models with
similar prediction time when used individually. The cascaded
models, on the other hand, result in models with substantially
smaller prediction time, which are also more consistent with
their FLOP reduction. This is likely because there is a serial
factor during prediction — to compute convolutions in one
layer, the model must wait for the output of the previous
layer. The deeper the network, the larger the effect of this
factor, consequently, the cascaded approach mitigates this by
reducing depth before removing filters.

Since the amount of depth reduction provides additional in-
sight to interpret the resource-efficiency of the pruned models,

35

30

25

20

15

10

5

0

P
re

d
ic

tio
n 

tim
e 

(m
ill

is
ec

on
ds

)

PLS/VIP
PLS/VIP
Ours +ℓ1-norm

(15%)
Ours + Ours +
ℓ1-norm
(15%)

ℓ1-norm
(25%) ℓ1-norm

(25%)

Fig. 4. Average prediction time using a ResNet110 model compressed by
different pruning methods. The input is a 32×32 RGB image and each average
prediction time was computed from 30 predictions. The model was pre-trained
on the ImageNet-32 dataset. Error bars indicate the 95% confidence interval.

we present the depth reduction of our approach in Table IV.
The results indicate that up to 31% of depth was removed — in
the case of CIFAR-10, with accuracy within one percentage
point of the original network. Note that this is before any
additional pruning, so one-third of the network is pruned
away, resulting in almost no degradation in accuracy, even
before searching for redundant filters. The fact that this simple
approach leads to such high resource-efficiency is a strong
argument for the plasticity of neural networks.



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2019 8

TABLE IV
DEPTH OF RESIDUAL NETWORKS COMPRESSED USING DISCRIMINATIVE

LAYER PRUNING. THE NUMBERS IN PARENTHESES INDICATE THE
PERCENTAGE OF CONVOLUTIONAL LAYERS REMOVED, WHILE THE

ORIGINAL NUMBER OF LAYERS IN EACH MODEL IS INDICATED BY THE
SUFFIX TO ITS NAME. FOR THE CIFAR-10 DATASET, THE PRUNED MODELS
HAVE TOP-1 ACCURACY WITHIN ONE PERCENT OF THE ORIGINAL MODEL.

Model
ResNet20 ResNet56 ResNet110

CIFAR-10 18 (↓10%) 40 (↓29%) 76 (↓31%)
ImageNet-32 16 (↓20%) 50 (↓11%) 76 (↓31%)

TABLE V
RESOURCE-EFFICIENCY OF LAYER PRUNING ON A MOBILENET TRAINED

ON THE IMAGENET DATASET.

Method
FLOPs↓

(%)
Accuracy↓

(top-1, p.p.)
Parameters↓

(%)
Shallow MobileNet 53.20 5.3 30.95

Ours 11.18 5.3 47.62

E. Pruning Layers in Compact Networks

We performed an experiment with a MobileNet [51] trained
on ImageNet to assess the efficacy of our layer pruning ap-
proach on a network which is already compact by design. We
report results for our approach and for the Shallow MobileNet
presented in the original paper. The latter is a variant of
the MobileNet comprised by the baseline network with five
14×14×512 layers removed.

Our results are presented in Table V. While our approach
preserves as much accuracy as Shallow MobileNet, the latter
achieves significantly more FLOP reduction since it removes
layers precisely where several large feature maps would be
computed. However, this approach is handcrafted by the au-
thors of the architecture — there is no explicit criterion for this
choice. Our approach, on the other hand, is fully automatic,
generally applicable, and still removes a substantial amount
of FLOPs. Moreover, due to our greedy policy, our approach
removes significantly more parameters (i.e., an additional
16.67% — 0.7M), leading to a more compact network model.

F. Comparison with the State-of-the-Art

We compare our approach to several other state-of-the-art
pruning methods. Considering that our comparison is based
on the values reported by the authors of each method, the
assessment is restricted to ResNet56 on the CIFAR-10 dataset
since it is the most reported setting based on residual networks.
Note that for this comparison, in contrast to the cascading
experiments in the last section, the results for Li et al. [18] (A),
(B) and Jordao et al. [33] are presented for the best configura-
tions reported in their papers since we are now interested in the
methods themselves instead of their pruning criteria. Table VI
presents the resource-efficiency of the compared methods.
Since the decrease in accuracy is within one percentage point
of the original network for all methods, we assume that it is
negligible and consider that a superior FLOP reduction implies
better resource-efficiency.

Among the compared methods, our discriminative layer
pruning approach cascaded with iterated PLS/VIP filter prun-

TABLE VI
COMPARISON WITH STATE-OF-THE-ART METHODS. THE ACCURACY

DECREASE (INDICATED IN PERCENTAGE POINTS) IS WITHIN ONE PERCENT
OF THE ORIGINAL NETWORK FOR ALL METHODS. THE RESULTS IN EACH

SECTION ARE ORDERED BY FLOP REDUCTION.

Method
FLOPs↓

(%)
Accuracy↓

(top-1, p.p.)
Jordao et al. [33] (8 iter.) 52.56 −0.62
He et al. [52] 50.00 0.90
Zhuang et al. [31] 47.08 −0.01
Yu et al. [30] 43.61 0.03
Li et al. (B) [18] 27.60 −0.02
Li et al. (A) [18] 10.40 −0.06
Ours + PLS/VIP (6 iter.) 62.69 0.91
Ours + `1-norm (25%) 47.37 0.82
Ours + PLS/VIP (1 iter.) 36.70 0.45
Ours 30.00 0.98

ing is the most resource-efficient, achieving a 62.69% FLOP
reduction. Note that we present results for our approach cas-
caded with both one-shot and iterative PLS/VIP filter pruning.
The former corresponds to the setting we employed for the cas-
cading experiments in the previous section (a single iteration),
while the latter follows the results of Jordao et al. [33], which
show that this criterion is more effective when performed for
several iterations. On that note, the approach by Jordao et
al. [33] achieved a 52% FLOP reduction, the second highest
resource-efficiency in our assessment, further demonstrating
the effectiveness of PLS/VIP as a pruning criterion. However,
while Jordao et al. [33] achieve their optimal result with eight
iterations, our cascaded approach achieves its optimal and
substantially superior result with only six iterations, indicating
that cascaded layer pruning is indeed advantageous. Moreover,
performing iterative pruning on a shallower network is more
efficient, since it reduces the computational cost of fine-tuning.

The approach by He et al. [52] is the third most resource-
efficient, achieving a 50% FLOP reduction. while discrimina-
tive layer pruning cascaded with `1-norm (25%) pruning and
the approach by Zhuang et al. [31] have the fourth and fifth
best results, with FLOP reductions of 47.37% and 47.08%,
respectively. At this point it is important to highlight that four
of the five top results are based on discriminative pruning.
The exception is the approach by He et al. [52], which em-
ploys a reinforcement learning framework. The discriminative
approaches are arguably simpler, since they are based on
straightforward subspace projections or loss functions.

While not as close to the top-performing method as the pre-
vious three methods, the approach proposed by Yu et al. [30]
still removes 43.61% of FLOPs. This demonstrates that, while
not as competitive as employing a discriminative criterion,
its importance propagation strategy is in fact effective. The
proposed approach cascaded with one-shot PLS/VIP filter
pruning removes 36.70% of FLOPs, which is significantly
less than other discriminative approaches, which is expected
since this criterion performs better when iterated [33], but still
superior to the `1-norm approach by Li et al. [18].

Surprisingly, the proposed layer pruning approach even
without cascading still outperforms the `1-norm approach by
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Li et al. [18] in both of its configurations. Since the latter
approach is not data-driven, this result is reasonable, but
considering that this approach relies handcrafted adjustments,
such as several empirically defined pruning ratios and layers
to skip due to sensitivity to pruning, it is interesting that an
approach that is essentially a truncation of the network based
on a discriminative criterion can outperform it.

G. Summary and Discussion

There are several takeaways from our results. We showed
that a straightforward layer pruning approach is capable of
reducing between 10% and 31% of the network depth with
modest decrease in accuracy, or at almost no decrease at all
in the case of the CIFAR-10 dataset. The fact that a change as
drastic as removing several layers from CNNs (more than 30
layers in the case of ResNet110) can come at such a modest
cost in predictive power demonstrates that employing very
deep networks in a one-size-fits-all manner is wasteful and
inadequate for resource-constrained systems. Moreover, while
we cascaded our approach with only two simple, but represen-
tative, baselines — magnitude-based and discriminative filter
pruning, to enable a more extensive assessment, our results
suggest that it is likely that more sophisticated state-of-the-art
pruning methods would also be improved by this approach.

Even when competing methods achieve similar FLOP re-
duction, our assessment of prediction time showed that our
approach leads to shorter prediction time. The reason is
possibly the dependency relation between consecutive layers
in the network — one layer must wait for the output of the
preceding layer before computing its own feature map. This
leads to serialization in the network, which is proportional the
network depth and is consequently mitigated by layer pruning.

V. CONCLUSIONS

We introduced a pruning approach that reduces the network
depth by removing layers according to a discriminative cri-
terion based on Partial Least Squares (PLS). This criterion
is used to calculate importance scores that are used in a
greedy strategy that sequentially removes unimportant layers.
This approach can be cascaded with other pruning approaches
and it was assessed when cascaded with two filter pruning
baselines: a magnitude-based approach and a discriminative
approach. Our results demonstrate that the cascaded approach
improves resource-efficiency substantially in practically all
cases. When cascaded with iterated filter pruning using the
PLS/VIP criterion, it achieves resource-efficiency superior
to state-of-the-art methods. Moreover, depth pruning reduces
serialization in the network, leading to improved prediction
time compared to methods that prune filters across all layers.
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